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ZHCAGA48 INSTRUMENTS

1 TIAbHEBRERHE

11

TIDL (TI Deep Learning Library) s& TI-F-& 3 TR I HEN R AES RS, WJLUSITAE TGRS
G B AR INERESE, RS AMB2A. TDAAVM 25 2410/, TIDL i&477E C7x DSP 5%
) MMA (Matrix Multiply Accelerator) I, &% ERTHERME M KHEREE, BAE®ER. RiG
FIATY AR i, T DO — S WL R B 2 ) SV R PR 3 38 31 T AR BRSSP & . TIDL SCHF
ONNX. TensorFlow Lite. Caffe %5 3= JitE S Y (1) 54 53 % . Edgeai-tidl-tools 2 fit T AR AL K
FEVEAL . BRITELTIRE, FT(E PC IR TIDL ISATRCE, BT R A8 3B 5t fe K VAL kG
FERR IR, B EAT, # AVBEEE R TIALFE 3T G0 RIS 8. BOAIYIZE. iR, i)
I AE . BOFHEERR . LB R R — AP IR T UL

RN 5

BB AL R AR I, ALVEH ™ i 2 fEAR AT WL, MERATTA H R A2 35 2 ol A= =R mT LU 21
5. FEHEIT AT, FETRIMEERE B S R®HR, mHRR, 15 L0515,
T AT TR Y B3 AT BT QAR AL N 755K AEBLTHSE ALBRBIEE M2 )5, 38 /52X 4
PEAEAT RERIbR T, 2 5l B HETE TensorFLow, Pytorch S5 AE 28I Gt Skxt Riff A5 8Y, SR 5 HEAT
REEERAIE, BARAMWALT K. WHE 1-1 Pron, EERIZRN BUR SCRABOUNERERIE, BRI

Train Anywhere

T Model Zoo Custom Models

Jacinto-Al-devkit Quantization Aware Training (Optional)

F Tensorflow PYTORCH [dKeras @xnet

CPU / GPU

B 1-1. AR %5

1. 7EMERNIE 2 /T, WA Tl model Zoo 7& & 2 Mk 4537 5¢, 7] LAJET T1 Model Zoo H 145 78 B i
o T IGoRIE R TRoR, A% DL N EE#E:  Edgeai-Model-Zoo

2. 2R T model Zoo " IR 2 A TNV 7E K, WA AT RO AR G by . R0 ] BAT ITHRE R 45 4
I, 5 B RSN S0 N Al 57 HISCRE, PUAR R SR B R . AR nT DLE R 28 54
() AL Uil IR RIASC R ST, AT LU LR LRy S o

a. Wil) E2E R BA SRR, WERASTRIT R, SR LAITE TIDL B F R AR i ] R

b. FEMSERANE, W LSS T E ARM St S ek Hsh A i #) C7 i, @it ik
TR, B SR 9 3 2240 (cTx_codegen) SR »
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https://github.com/TexasInstruments/edgeai-tensorlab/tree/main/edgeai-modelzoo
https://github.com/TexasInstruments/edgeai-tidl-tools/blob/master/docs/supported_ops_rts_versions.md
https://github.com/TexasInstruments/edgeai-tidl-tools/blob/master/docs/supported_ops_rts_versions.md
https://e2e.ti.com/
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. JFRFHE BATSEHLA E U T R R SRR 12 1T

3. FEVIZRALRE, YIZRHESE AT AE ik, ] U] TensorFlow, Pytorch S8HESE . HAMIZRHESE T,
A PLR I ZRA AR Dy ONNX Fn A sCORIEAT J5 SR R8 o Be il 7 5 Bk T 58005 AR A 5
AR T AL AT 5 .

1.2 HEEgRiE

PR PR ()20 BRI TG PR a5 N Th AR, R ER B ITIR B gn B 36 (N T 1 & RO R R QAT S
W, MNMEHTIEE . AR THRME TR, mTel—%&dr 4, s Ak, Biks%
4 (Edgeai-tidl-tool 5%# Demo Verify) . G1RMRN T AR FEASLIRE T LS HEE 1-2 iR,
FERAES N T LD IR:

Device
Floating/Fixed o configuration
point model Calibration file
samples
Parser > Optimizer —> Quantizer — Graph Complier — Graph Visualizer

Parses different model Performs multiple graph Converts the floating- Plans execution orders of Creates visualizations of
exchange formats and level transformations and point activations layers and device graph
creates a model in unified optimizations such as parameters to fixed-point. resource allocation
exchange format layer folding, layer

removal without changing Calculates the scales for
Checks the parameters the functional behavior feature maps using
against supported representative calibration
implementation input samples for feature

map range estimation

Fixed point Visualization
model file (*.sva)

Bl 1-2. B4 1%

1. W S REUI 2R AR AR AL B AR R 45 R 55 2 . AR E AT DA Float B3 Int, RERUAR 302 30 FF
ONNX. TFLITE F1 CAFFE #& AR, X+ Pytorch #% 2R 5 F L4k )y ONNX & 20O RE RS
HAk52% KE 5% DL TR

import torch

input_vec = torch.rand(1,128,120,30) #Z##ZTH A 4 HEF

path = "Conv2d.pth" #Pytorch 4 /& HI# 7 X 1F:

model = torch.load(path) #77£¢# 7/

torch.onnx.export(model, input_vec, "Conv2d.onnx", export_params=True, verbose=False,do_constant_folding=True, opset_version=11) ##%
FUEEF ONNX #&26

2. BAULK ST EIF DD 2 B 7B H M. iR A BatchNorm 57 &9,
W AR AS Y (Y B B 2 M — A4 )22, 1 Slice JZ B Transpose & F A A=, BLIN FF A5
MRS, (2R SEHERN DT & .

3. EMEEANIREFRANREN P, FERMIEM R Float AE/SEIL Int8/Intl6, ZidiES
HE— D AR AT P B T E SR AR > AT B TR . T BRI SRR R A FE X R A S, 4
FZHPHATICE, RN TUR — RS S R EA A, B DBV SR & D244 S 5017
9 Int8/Intl6, HAKn]LIZ:7% Prequantized Models.
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https://github.com/TexasInstruments/edgeai-tidl-tools/blob/master/examples/osrt_python/README.md
https://www.ti.com/lit/an/sprad65/sprad65.pdf?ts=1762494373878&ref_url=https%253A%252F%252Fwww.ti.com%252Fproduct%252FTDA4VM
https://github.com/TexasInstruments/edgeai-tidl-tools/blob/master/docs/tidl_fsg_quantization.md
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4. GERE G > RAE AR AL 00 g AR HE 20 IE AL A7 SRR DMA TESE ARG BRI, Ao o S i
o IERE 2 AT RE AR A B TRAE 8 AR ) RAM #E4T 155, B il Ping-Pong Buffer ]
75 SR — Z B CE AW B #2) RAM

5. 5L S g R gE g AR i SVG A I R H TS A g e 2 JE A T g 4y, Bk an & 1-3
Fise a] UAE AT E N G 8K 2 ST I, obnts B 2| Bkt — EnT Dt — D 2R R S50,
11 Scale/Pad 2515 &, .

Convolution [11 9]

& 1-3 SVG HRIZE )
1.3  HIRKIE
R i 36 E 75 BV £ AP RO PR S8 LAAh T BRI AR T G 13 2 J5 A O S SCAR 23 ), R IREASE TR 2 44 IR
AR A5 B DRI, JRAAH N AT LUE BMP #8208 A B BIN SO FIRE R S R 25 #% % AH UL .
A SO R Ge ) SDK &L, SRFANE T EIGIE, PLR ANAIE SDK XN 1# .
1. Processor SDK GiiE 7] LA Demo Verify
2. Edge Al SDK 51l 7] LA 2% Benchmark on TI SOC

Wm G UERT, AT ABCE AR S HOR S8 RORAE T oK, A SIFERE 45 R .

2 B TR (R #9258 05 \nt8I\t16, 77 L I it ] I 45 R 46 0 Float K2 & IEHIG/E, 20470
— AT I A P T AT A R B 4T R

4 Al BEHET L BEBFE FRTSEERL


https://www.ti.com/lit/an/sprad65/sprad65.pdf?ts=1762494373878&ref_url=https%253A%252F%252Fwww.ti.com%252Fproduct%252FTDA4VM
https://github.com/TexasInstruments/edgeai-tidl-tools?tab=readme-ov-file#benchmark-on-ti-soc
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1.4 NEAS/R

FERR ARSI NE A B P 3 A2 ™ i N 2 ), 7 BB RGN AT RGT R, AT DURE
P SDK 5L, EFEANF MBI BEAT S OB R, AN X PR ANRI () SDK 73 5 EAT UL -

1. Processor SDK v F 4 i m] L2 %t W SDK H Vision App H 3% FHIG, HR3E E SN G,
TIA 3T B e E R E N . & 1-4 Processor SDK /Rl 88, g k45t CSI %
EriE R G BIE LT ISP ALBE, T4 C66 AT TIALFEY YUV # 4 RGBP, ARG HENF
CTXIMMA HEATHER, S5 I5ss C66 BH1T /5 AbEE, JoAbER4h RAa 2 Bons 0 L BN,

SR E TR ML, RRAE B U 7R Y 73 2 A0 K5 o A A% 2 B xR AR B s BT

IMX390 Camera
(UB953)

FPD
Link

[ Fusion1 Rev C (UB960) |

s

csiz ,F

Sensor
- CSI2-Rx H
oriver Modify as needed
Expo 1936x1096
ctrl i RAW
2A
DCC  —> VISS —— DcC
RSF |« | le| RsF
H3A J{ a
Loc
1920x1080 Datected Box,overday 19201080
H 1024x512 1024x512 1024512 8b,
rectified 8b, NVIZL b, NV 8b, RGB objects list N’:ITZ 8b, NV12
1 Object .
Multi-scaler Pre-proc = Post-proc Mosaic
MSC C66 1 Detection C66_2 MSC [—>1 DSS —>
C7x/MMA
/I\ Display
eDP/HDMI

RGGB8

K 1-4 Processor SDK 7~

2. Edge Al SDK N AR AT LIS %% SDK ) Edge Al H3E R I, FIFEHYE B O 5 SR SOt v
AL F T R

1280x720
NV12

tiovxisp tiovxmultiscaler

\

N
- GSTreaner plugins onARM

/ e , gain

|’ IMX219 :‘:)Gr‘:ltrzol via v4i2

| 1920x1080
| 1920x1080 NVA2
|

|

|

|

|

|

|

\

VISS

D Compute on ARM

D Deep Leamning Runtime with DSP offload

I Gstreamer plugin with HWA

[] Remote core or Hwa

- CB6x_0 (DSP)
- C66x_1(DSP)
- G71x_0(DSP) -

- MSC (Muiti-scaler HW)
- DSS (Display Subsystem)
R bsystem)

VISS (Vision Imaging Sul

NV12 N N NV12
Display | tiovxmosaic
AN

MSC

1280x720

MSC

1920x1080

1280x720

& 1-5 Edge Al SDK 745

Al BHET M BEBF G L RISERL



https://software-dl.ti.com/jacinto7/esd/processor-sdk-rtos-jacinto7/08_00_00_12/exports/docs/vision_apps/docs/user_guide/group_apps_dl_demos_app_tidl_od_cam.html
https://software-dl.ti.com/jacinto7/esd/processor-sdk-linux-sk-tda4vm/08_00_01_10/exports/docs/data_flows.html

I3 TExXAS
ZHCAG48 INSTRUMENTS

2 REIPUE DML

FE— LY 5, JF A AU AR VPG I0AIE B AR IYAE T 1 & HERE I (8RR B 75 BE i 2 N T K/
K, BRSSO TER IR S BUN, AT LS Edge Al Studio 7E = s R POd B IE S R . Z LRAEH
NN IZA, BARGT:

1. Model Composer: 1% T HSEft 1 TI Q2R AM, Tk R Bk A CEdR LR BT B SRR
RIIZE, Mt PRI A2 b 5537 5t o

2. Model Analyzer: i% 1 F o] DAE Z s £ 7 EOPAG AR 725, dEATam s 42 AR 7 EAT PEREVEAY, T
RAEFLLESE T OA MR e EAE B CRBREEAT VRS . A& 2-1 BoR 7R PE AR o PR B RE
DA K o P B

N total I cpu_op in_tensor copy M dsp op M out_tensor copy
N IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
o I I

tidl_87

00 05 10 15 20

TFL-CL-000-mobileNetV1l :

Inferences Per Second : 592.40 fps
Inferece Time Per Image : 1.69 ms
DDR BW Per Image : 3.31 MB

2-1 Bt

3. Model Selection Tool: % T E42fL T TI BRI O 256 0F (O AH SR AY (O HEFERS BE AR, v LS BT
9 TR AR AH S R RE

4. Model Development Tools for Programmers: $&AEFFIR FIAHICARES, 0T DUGT-3% 2 s K & T 3 €
XK

3 MEMERESHERTTE

FERERIERE o, PR B R — S, AREAT#ER, TN T T ARIERA S SDK f71EH] Bug
R AR E BN T SCRVEAIUOT, X 28 il R ] PR 5 67 I ELAE o

6 Al BEHET L BEBFE FRTSEERL


https://dev.ti.com/edgeaistudio/
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3.1 B WiE S
PAR ) 2 2 SRR Re A H s U, AEEHEBE=AR R, o OSSRl IT &K # PC 2
B REIE BT R gm e, AR I 75 Beis AT 2l HEEE, SRAEIWIIAE 2 B IEH . Bk LS
2% Demo Verify SRIGUEIAR AT A @l DLR 2 — 2% WS T SRR E AR O ) @8 (FEQRE FIFERR
B, R MR G EHZ N AR, THHRERZ /60 LLEEIZIT) -

1. BALIZRAR R, Wl ge AN, FEEETAAN B R R A% .

& BN TN LB T E K, Wk LU Z TR NG T, —RIFIE IR A4
B o WIRIEG G TN F] LA TG — LR Wi A F R AE L 7Tl TG 2 ] B S (il HIRE
RITF

2. MR G RO IR A, BAARR I g P AR AR A R B A A log.

B ERETEEENS, K Debug Log #T5ERTIT. Hiith AT Log. RHFENT LR, RESE N
debug_level=3 2(7# debugTraceLevel = 3. 7R iFFMEFZYFE IF 7 9 i B THEEENT G T H &/ R %k
g SDK 17405 18 THEEE, A — TR FALER], AT L Z TR E2E AT & 1480 A] 5542 SDK
KGN —LEBUG, B PTG RS B AT o

3. BmEEEE AN T PC s dfE Bl B An RS 2 A BOR 2R, BeAhIz o5 T m] DLRR A 9 BE 45 R 58
RN, WA B 75 B R

& : ZHEFGEGHEN, I HIGE) B e, B U LRI L RH T E R e )

a. BIEHINRIGTIAE —2, JRIGIARIFIEH] A ) T2 BMP #5208,  (JPEG X
PFAEA IR AT OpenvCV LFEZ 5 77 FIRTIA AT A —1F)

b. GGG E TS H 25 32bit, & PC R HIPC_TIDL Tool 74FEHEZI K /%
M, WIR MK TR ETEAR—Z, 15 0 1] ] GE A2 1 21 iR ZEE e . AR R
FE/EXT HEZE B EEA, S ILHE 2 i b 78X E2E .

C. H—HENAZ MM RZEH-FELAE G N ITEFEL, 7] LG9 3 R 2408 B % 16bit,
X7 tE Pytorch/Tensorflow, PC_TIDL Tool 2L A #kim#HFEZ AR, 4R UL #- % A7 PC_TIDL Tool
25— H 42 Fil PytorchiTensorflow 7 2287, 13 A2 [ 81 /a1 I fE 1R AR B 5 Al
PC_TIDL Tool ##FEZFHRA—F, W#ZHEZ B/l #E58 E2E.

d. H—HHFEEN ATRERKIY, PG IFESE Y 16bit Fra /e 7K, B % 8bit, Fg/2 1
A 77K XA Bbit I AR g, F—FAE#k 77 A1 PC_TIDL Tool 451 —#,
VERS F5 18 Bug FESE2E, 77 — ARG fE B 7238 Y IF 75 3 S 1 e i, i 1] g — A2
I SE VL 1, e F— T —2E 50 9 o

2 WS B2E iIA NS, IEWHEST IS, X SDK AR, BT AR BRI, R
AR PIHTIIN i i HEPEZ RO B, LUR G HEFEJ 19 Log, L8156 A LUE (R LA
K LR G HIRA M i

Al BHET M BEFE FRTSERL


https://www.ti.com/lit/an/sprad65/sprad65.pdf?ts=1762494373878&ref_url=https%253A%252F%252Fwww.ti.com%252Fproduct%252FTDA4VM
https://e2e.ti.com/
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3.2 REIAMR

FERPNZAR R 22 1 BACAFAERG BE SR I, AT DA IR N 18] 3-1 SRR LR AL B R, i — DR TR
MIRERE, AR ZH LUR JUR 5 K

1. ENGEERIE, {8 QAT Fiki AT EAL ISR, IXFERT DAZERAL I ZRi ik B — A int8 HIRL AR,
MG PTQ &G NIRRT , BRI PIZ2. ONNX QDQ Models 1 TELite Pre-
Quantized Models.

2. fEMEH PTQ ALK, FILMEFIRHES BT RACKE R, ATULZH 9S4,
3. BEAEIAYMEH] 16bit Bk, BEMIRTIREE.

4. fERNREAREN, ATCEREN— 2 16bit 50 6 B shiR & BRI SR TR bR . MR, &
O R AR TR P A HE L R 1 P4

Reference (X886, GPU) 2.A. TIDL (Ne FTQ) 2.B. TIDL (16-bit PTQ) 2.C.  TIDL (Mixed-Precision PTQ)

1 TINN Compiler (X86)

PyTorch
\ I 7 Quantizer (PTQ Off)

’ L+  TIDL-RT(CTxiX88)

TINN Compiler
Quantizer (PTQ On)

3
TIDL-RT (C7x/X86)

K 3-1 AV R

3.3 HEEIMERE
PRI 6 ) 8 — AN B 5 W A, e a] DB LR LR ek, BARan -

1. ERRBHIBL THRMSERBEFA, JCHAEGBUZ Bt a] DL B Se Il m i HEE R A, i
Al STRE AT LI 22500 S Y FAE 3R .

2. TUERINGRME—LL TR, ATCLPhBOERC R g e aifidit, W AS AR bl
3. BRI AAt— DAk, AmseTHERE, BAASH1Z 308 .

4. BREEVASL, THEBSmR R RHER A 8T, FTRETIHZS 8, MRt — R A HERI (8], 3k
PLAE ST A — 3 73 T B HERRIN [ ARG, AT LRS84 A 245 3 o At BE D ] &) (RO 5440
M AR HEREI (8], FLAK Log R -

8 Al BERIZET| L4 BEFE L HE5ZRTR L


https://onnxruntime.ai/docs/performance/model-optimizations/quantization.html#onnx-quantization-representation-format
https://www.tensorflow.org/lite/performance/post_training_quantization
https://www.tensorflow.org/lite/performance/post_training_quantization
https://github.com/TexasInstruments/edgeai-tidl-tools/blob/master/scripts/README.md
https://www.ti.com/lit/pdf/sdaa175
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Network Cycles 6294273
Layer, Layer Cycles,kernelOnlyCycles, coreLoopCycles,LayerSetupCycles,dmaPipeupCycles, dmaPipeDownCycles, PrefetchCycles ,copyKerCoeffCycles
1, 81811, 48850, 49277, 7779, 14969, 18, 1007, 16,
2, 71051, 52722, 53246, 1473, 3290, 16, 0, 0,
3, 34063, 16700, 17307, 7379, 3952, 18, 17, 16,
4, 60926, 45133, 45431, 6625, 4176, 18, 777, 9,
5, 29990, 5996, 6040, 871, 3432, 9, 0, 0,
6, 30806, 14975, 15275, 6575, 4114, 61, 10, 9,
7, 20355, 5508, 5810, 6360, 3480, 11, 10, 9,
8, 34670, 20921, 21031, 6222, 2291, 18, 7217, 9,

FERGN GRS, TREW 2 K IR R HERE AR AS L P, 3 BT A FA B AN 1) B i A B ] 5
K FEAEBEAFERS AR RN, B T RGBT BRI T SR BARTERE T B, XA w B
TFRE R BRSNS, X A — it ig.

ISE

ASCUMAE TIPS anfal s Y AL DB GE I HARBAE R yom ], X iz R 3 2 (0 i ’RUgEAT 70 A Al g A, mp
PAFETT R B A AT AR AR 1K) TI AL BERS SR EF, RIS ARG B — 2L rl fU, L B A ft ok
IR IRE ST o

e E BTN

1. Edgeai-tidl-tools

2. TI Deep Learning Library User Guide

3. Optimizing TI Deep Learning Performance on C7xMMA Processors via Memory and DDR Bandwidth
Reduction

4. TI Deep Learning Library Upgrade Solution

Al BHET M BEBF G L RISERL 9


https://github.com/TexasInstruments/edgeai-tidl-tools
https://software-dl.ti.com/jacinto7/esd/processor-sdk-rtos-jacinto7/07_03_00_07/exports/docs/tidl_j7_02_00_00_07/ti_dl/docs/user_guide_html/md_tidl_user_model_deployment.html
https://www.ti.com/lit/pdf/sdaa175
https://www.ti.com/lit/pdf/sdaa175

ERBEANRRFH

TIEEF BEEAM T EEHE (@FRER) . RIUTAER (SRR ) . MAREMRITRY, WETE, RLEENEMER , T
RIEXAREE T HEEMARRERNER , SFETRTEHE Y. SEREARKNER SR TRIDEMSE =75 MR RA R RER,

XLEFRAEER TI =R TRITNASTRARER, BFETREUTEHIE : (1) HNENHMARESEN TIFR , (2) ®it, B
EANHEHNA , ) BRENMABEMRREUREMERSE, ZRENAFEMBER,

REFRMALTE , AR5 TEHM. TI RGN TRXLETRATHARZFEMRE TI =@mOMEXNA, FEARMEFANXLERRHITE
FRERT. BENERAFEMEM TI MRS RFEME=FHIR=N. N TEENXLEFROEATX T RERAKRERNEATRE, RE.
B, ANRS , SF2FBE  TIXHRSEFAR.

TIREHNFRZ T HERK). TIEBRAREER X ticom EEMERARRS TI F~ REMWEMERRRWAR, TI REUXEFEFTY
BIEAEMARXER TIHN TI FmRAGHEANERIBRERFR. BRFEMUEE (T) ABFE-REENEH-RREBE~R ,
BWEP RGN RBEENBRA B ZHFEBE AR,

Tl R3S FEL BT RER M R R R T R F Ko
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https://www.ti.com.cn/zh-cn/legal/terms-conditions/terms-of-sale.html
https://www.ti.com.cn/cn/lit/pdf/ZHCQ001
https://www.ti.com.cn/

